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A B S T R A C T

This paper presents an optimized shared control algorithm for human–AI interaction, implemented through
a digital twin framework where the physical system and human operator act as the real agent while an AI-
driven digital system functions as the virtual agent. In this digital twin architecture, the real agent acquires
an optimal control strategy through observed actions, while the AI virtual agent mirrors the real agent to
establish a digital replica system and corresponding control policy. Both the real and virtual optimal controllers
are approximated using reinforcement learning (RL) techniques. Specifically, critic neural networks (NNs) are
employed to learn the virtual and real optimal value functions, while actor NNs are trained to derive their
respective optimal controllers. A novel shared mechanism is introduced to integrate both virtual and real value
functions into a unified learning framework, yielding an optimal shared controller. This controller adaptively
adjusts the confidence ratio between virtual and real agents, enhancing the system’s efficiency and flexibility
in handling complex control tasks. The stability of the closed-loop system is rigorously analyzed using the
Lyapunov method. The effectiveness of the proposed AI–human interactive system is validated through two
numerical examples: a representative nonlinear system and an unmanned aerial vehicle (UAV) control system.
1. Introduction

Human-automation collaboration is an important point of concern
in cyber–physical systems (CPS), encompassing the cooperative con-
trol between human operators and automated systems to accomplish
tasks such as driving, flying, and manufacturing [1–3]. Digital-twin
technology provides a novel perspective to the cooperative optimal
control problem of the real-world system [4–6], integrating physical
systems with digital models for real-time monitoring [7], control [8],
and maintenance [9] of complex systems. The digital-twin system
ould construct a virtual agent that replicates the real-world system
y assessing its demonstrated operations, encompassing the model,

environment, and behavior of the actual system [10,11]. The digital-
twin system facilitates virtual–real interaction between real agents and
irtual agents, offering a novel method for modeling real-world systems
nd operators [12,13].

The interaction between digital and physical systems is a crucial
spect of digital-twin systems, aiming to facilitate efficient and effective

control of real-world systems [14,15]. However, the complexity of real-
world systems and the unpredictability of human operators render
cooperative interaction a complex issue. Learning-based methods have
been extensively studied for the design of cooperative control between
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humans and automation [16–18]. The work [19–21] developed a game-
based approximate optimal control algorithm to achieve the optimal
control of the human-automation system in a Stackelberg game frame-
work. The research [22] proposed a learning-based hierarchical control
algorithm to achieve cooperation control task between human and ma-
nipulator arm. However, existing methods have limitations in complex
control tasks and the adaptability to the real-world system [23,24].
Recently, reinforcement learning (RL) and adaptive dynamic program-
ming (ADP) techniques provide a new approach to interact with the
real-world system and the human operator [25–27]. To model the inter-
action of human behavior, work [28,29] studied inverse RL techniques,
which could learn the optimal value and its corresponding control
policy of the human operator from the demonstrated operations. The
model-free RL methods are proposed in [30,31] to learn the optimal
interaction control of the real-world system without prior knowledge
of the system dynamics. For digital-twin systems, RL-based virtual–real
interactions are investigated in [32–34] to enable the virtual–real in-
teraction and achieve complex control tasks in the digital-twin system.
However, the trustworthiness and reliability of the authority between
the real-world and virtual-digital systems remain problematic in the
digital-twin framework [35,36].
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The trade-off between expert demonstrations and AI-driven au-
omation operations is an urgent problem in the human-automation
ooperation of digital-twin systems, which is essential for achieving
ptimal control of real-world systems [37,38]. Various shared mech-

anisms have been studied to quantify the confidence and calibrate the
relationship between the human operator and automation [39–41],
which could judge the authority ratio of the human operator and the
autonomy. Direct shared control methods are investigated in [42,43]
o integrate the human operator and the automation in a control
atio allocation manner. Indirect shared control methods are proposed
n [44,45] to estimate the intention of the human operator and the au-

tonomy in a shared mechanism, which subsequently adjust the control
input of the real-world system. A composite judgement mechanism is
proposed in [46] to adjust the confidence of trusted safe behavior and
he autonomy in a indirect shared control manner. The literature [47]
roposed a safe human-quadrotor interaction shared control scheme

using the model predictive control (MPC) method, which optimizes
he automation control input using human pilot manuveurs data and
eedback control policy. However, the smoothness and adaptability of
he shared mechanism stay challenging in the complex control tasks of
eal-world systems.

Motivated by the above discussions, this paper presents an human–
I interactive optimized shared control algorithm based on digital twin

technology, integrating the real-world system and human operator as a
real agent with the AI-powered digital-twin system as a virtual agent.
The real agent learns a real optimal controller from the demonstrated
operations, while the AI virtual agent mirrors the real agent to obtain
an auxiliary virtual-digital system and a virtual optimal controller.
The real optimal controller and the virtual optimal controller are
approximated using AI-based reinforcement learning (RL) technique,
and a novel optimal shared mechanism is introduced to train an opti-
mal shared controller jointly, which composite both virtual–real value
functions into a composite learning law. Lyapunov stability analysis is
conducted to verify the stability of the proposed control scheme. The
main contributions of this paper are summarized as follows:

1. A data-driven, AI-enhanced digital twin system is proposed,
wherein the real-world system and operator are integrated as
a real agent that learns an optimal controller from demon-
strated operations. A corresponding digital agent is mirrored
using the Koopman operator approach, which establishes an
auxiliary virtual-digital system and a virtual optimal controller.
This digital twin system enables more efficient and effective
interaction between virtual and real agents compared to existing
methods [17,22,23].

2. A novel confidence allocation mechanism is introduced to jointly
train an optimal shared controller by integrating both virtual and
real value functions through an indirect shared approach. This
mechanism can adaptively adjust confidence levels for virtual
and real agents, facilitating smoother and more flexible manage-
ment of complex control tasks compared to current methods [40,
47,48].

3. A digital twin-based actor–critic algorithm is developed to learn
the optimal shared controller for the real-world system. Critic
and actor neural networks are designed to learn the virtual–
real optimal value functions and controllers, respectively. A
composite learning law is proposed for the joint training of the
optimal shared controller, eliminating the need for extensive
data and prior knowledge of the system dynamics [25,46,49].

The rest of this paper is organized as follows: Section 2 presents
he virtual–real system and formulates the optimal control problem.
ection 3 introduces the digital-twin-based optimal shared control algo-

rithm. Section 4 provides the stability analysis of the proposed control
scheme. Section 5 presents two simulation examples to demonstrate the
effectiveness of the proposed control scheme. Section 6 concludes the
paper and discusses future works.
2

Notation: R denotes the real number set, R𝑛 denotes the 𝑛-
dimensional real number space, R𝑛×𝑚 denotes the 𝑛 × 𝑚 real number
matrix, ∇ denotes the gradient operator.

2. System description and problem formulation

In this section, we present the virtual–real system architecture
nd formulate the optimal control problem for human–AI interactive
ontrol. We begin by introducing the concept of a virtual–real system
or human–AI interaction through the following formal definition.

Definition 1 (Virtual-real System for Human-AI Interaction [34]). The
virtual–real system consists of a real-world system and a virtual-digital
system, designated as the real agent and virtual agent respectively:

1. The real agent comprises a physical system that interfaces with
and is controlled by an expert human operator.

2. The virtual agent is an AI-powered digital model that mirrors
and learns from the real agent’s behavior.

The virtual–real system is designed to achieve optimal shared control
hat integrates both human expertise and AI-driven automation.

Within this framework, the real agent enables direct human–system
interaction, capturing expert knowledge and control strategies through
demonstrated operations. Concurrently, the virtual agent maintains
a high-fidelity digital replica of the real system, enabling predictive
analysis and optimization of control policies. The dynamics of this
virtual–real composite system can be mathematically formulated as:
{

𝛩̇𝑟(𝑡) = 𝐹𝑟(𝛩𝑟(𝑡)) + 𝐺𝑟(𝛩𝑟(𝑡))𝑈𝑟(𝑡)
𝛩̇𝑣(𝑡) = 𝐹𝑣(𝛩𝑣(𝑡)) + 𝐺𝑣(𝛩𝑣(𝑡))𝑈𝑣(𝑡)

(1)

where 𝛩𝑟 ∈ R𝑛𝑟 , 𝛩𝑣 ∈ R𝑛𝑣 denote the states of the real and virtual
systems, respectively, 𝑈𝑟 ∈ R𝑚𝑟 , 𝑈𝑣 ∈ R𝑚𝑣 are the control inputs,
𝑟 ∶ R𝑛𝑟 → R𝑛𝑟 , 𝐹𝑣 ∶ R𝑛𝑣 → R𝑛𝑣 denote the drift dynamics, and
𝐺𝑟 ∶ R𝑛𝑟 → R𝑛𝑟×𝑚𝑟 , 𝐺𝑣 ∶ R𝑛𝑣 → R𝑛𝑣×𝑚𝑣 denote the control input
dynamics. To achieve optimal control for the virtual–real system that
effectively integrates both real and virtual agent inputs, we define a
shared control input that incorporates both contributions:

 (𝑡) =  (𝑡, 𝛼 , 𝑈𝑟, 𝑈𝑣, 𝛩𝑟, 𝛩𝑣) (2)

where  (𝑡) ∈ R𝑚 denotes the shared control input of the virtual–
real system. This composite control input is designed to integrate both
human expertise through 𝑈𝑟 and AI-driven automation through 𝑈𝑣.
The parameter 𝛼 ∈ [0, 1] serves as an adaptive confidence allocation
factor that dynamically adjusts the balance between real and virtual
agents based on their demonstrated performance and reliability. As
𝛼 approaches 1, the system assigns higher confidence to the human
operator’s control decisions, while as 𝛼 approaches 0, the system relies
more heavily on the AI-driven virtual agent’s computed optimal actions.

ith the definition of the shared control input (2), the virtual–real
system could be described by the following nonlinear affine input
dynamics:
[

𝛩̇𝑟(𝑡)
𝛩̇𝑣(𝑡)

]

=
[

𝐹𝑟(𝛩𝑟(𝑡))
𝐹𝑣(𝛩𝑣(𝑡))

]

+
[

𝐺𝑟(𝛩𝑟(𝑡))
𝐺𝑣(𝛩𝑣(𝑡))

]

× (𝑡) (3)

which is a composite system of the real-world system and the virtual-
digital system.

Remark 1. It is important to note that the primary objective of the
virtual–real system is to achieve optimal shared control of the real-
world system, which not only stabilizes the physical system but also
ensures accurate mirroring by the virtual-digital system. The shared
control input (2) is strategically designed to manage the interaction
between real and virtual agents, where the adaptive parameter 𝛼 dy-
namically adjusts the confidence allocation between these agents. The
composite system dynamics (3) integrates both the real-world and
virtual-digital systems, with the latter serving as a digital mirror to
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facilitate optimal shared control. However, inherent mismatches and
ncertainties between physical and virtual systems could potentially
ompromise system stability. Therefore, proper construction of the
igital-twin architecture is crucial for enabling effective optimal shared
ontrol, which will be detailed in Section 3.1.

Next subsection will present the problem formulation of the optimal
hared control of the virtual–real system.

2.1. Formulation of optimal control

To achieve optimal control of the virtual–real system, we first
ormulate the optimal control problem by defining value functions for
oth the real and virtual agents. For each agent 𝑖 ∈ {𝑟, 𝑣}, the value

function is defined as the quadratic cost function:

𝑉𝑖(𝛩𝑖, 𝑈𝑖) = ∫

∞

𝑡
𝑟𝑖(𝛩𝑖, 𝑈𝑖) 𝑑 𝜏 , 𝑖 ∈ {𝑣, 𝑟} (4)

where 𝑈𝑖(𝑡) is bounded by symmetric constraints |𝑈𝑖| ≤ 𝑈̄𝑖 for each
gent 𝑖. The instantaneous reward function 𝑟𝑖(𝛩 , 𝑈 ) for deriving the

optimal control policies is defined as:

𝑟𝑖(𝛩𝑖, 𝑈𝑖) = 𝛩⊤𝑖 𝑄𝑖𝛩𝑖 + 𝜓𝑖(𝑈𝑖), ∀𝑖 ∈ {𝑣, 𝑟} (5)

where 𝑄𝑖 ∈ R𝑛×𝑛, (𝑖 = 𝑣, 𝑟) represents the state weighting matrices
that penalize deviations in 𝛩𝑖. To ensure bounded control signals in
both virtual and real systems, we adopt a hyperbolic tangent penalty
unction 𝜓𝑖(𝑈𝑖) to constrain the magnitude of control input 𝑈𝑖. Similar
pproaches have been studied in [50,51]. The penalty function takes

the form:

𝜓𝑖(𝑈𝑖) = ∫

𝑈𝑖

0
2𝜇𝑖𝑅𝑖 t anh−1

(

𝛾𝑈𝑖∕𝜇𝑖
)

d𝛾𝑈𝑖 , ∀𝑖 ∈ {𝑣, 𝑟} (6)

where 𝜇𝑖 ∈ R𝑚×1 represents the symmetric control input constraints
satisfying |𝑈𝑖| ≤ 𝑈̄𝑖 = 𝜇𝑖, 𝑅𝑖 ∈ R𝑛×𝑛 is the positive definite control
penalty matrix, and 𝛾𝑈 denotes an integral variable. For developing an
optimal controller for the virtual–real system, we need to derive both
the optimal value function 𝑉 ∗

𝑖 (𝛩𝑖) and optimal control input 𝑈∗
𝑖 (𝛩𝑖).

o facilitate the subsequent stability analysis and controller synthesis
ased on dynamics (3), we first introduce the following assumption and
efinition.

Assumption 1 ([16,28]). For the augmented dynamics (3), the follow-
ing standard conditions hold:

1. The functions 𝐹 (𝛩) and 𝐺𝑖(𝛩) are Lipschitz continuous on a
compact set 𝜒 ⊂ R𝑛 containing the origin, with 𝐹 (0) = 0. Further-
more, the control input matrix 𝐺𝑖(𝛩) satisfies the boundedness
condition: ‖𝐺𝑖(𝛩)‖ ≤ 𝐺𝐻 𝑖,∀𝛩 ∈ 𝜒 .

2. The weighting matrices 𝑄𝑖 and 𝑅𝑖 in the cost function are
bounded as follows:

𝜆𝑄𝑖𝐼 ⪯ 𝑄𝑖 ⪯ 𝜆̄𝑄𝑖𝐼 , 𝜆𝑅𝑖𝐼 ⪯ 𝑅𝑖 ⪯ 𝜆̄𝑅𝑖𝐼

where 𝜆𝑄𝑖 , 𝜆𝑅𝑖 ≥ 0 and 𝜆̄𝑄𝑖 , 𝜆̄𝑅𝑖 > 0 are finite constants, and 𝐼

denotes the identity matrix of appropriate dimension.

Based on Assumption 1, the augmented system dynamics (3) satisfy
fundamental stability and control synthesis requirements. The optimal
value function 𝑉 ∗

𝑖 (𝛩) for each agent 𝑖 ∈ {𝑣, 𝑟} minimizes the quadratic
cost (24) over admissible control inputs:

𝑉 ∗
𝑖 (𝛩) = min

𝑈𝑖∈𝛺𝑈 ∫

∞

𝑡
𝑟𝑖(𝛩 , 𝑈𝑖)𝑑 𝜏 , ∀𝑖 ∈ {𝑣, 𝑟} (7)

where 𝛺𝑈 denotes the admissible control input set. To minimize the
value function (4), we define the Hamilton function:

𝐻𝑖(𝛩𝑖, 𝑈𝑖,∇𝑉 ∗
𝑖 ) = 𝛩⊤𝑖 𝑄𝑖𝛩 + 𝜓𝑖(𝑈𝑖) + (∇𝑉 ∗

𝑖 )
⊤(𝐹𝑖 + 𝐺𝑖𝑈𝑖) (8)

where ∇𝑉 ∗
𝑖 denotes the gradient of the optimal value function with

espect to the state 𝛩 . By taking the derivative of the Hamilton function
𝑖

3

(8) with respect to the control input 𝑈𝑖 and setting it to zero, the
optimal control law is obtained as:

𝑈∗
𝑖 (𝛩𝑖) =

𝜕 𝐻𝑖
𝜕 𝑈𝑖

= −𝜇𝑖 t anh
(

𝑅−1𝐺⊤𝑖
2𝜇𝑖

(

∇𝑉 ∗⊤
𝑖

)

)

, ∀𝑖 ∈ {𝑣, 𝑟} (9)

Combining the optimal control input (23) with the Hamilton func-
tion (8), the HJB equation is obtained as:

0 =𝛩⊤𝑖 𝑄𝑖𝛩𝑖 + 𝜓𝑖(𝑈∗
𝑖 ) + (∇𝑉 ∗

𝑖 )
⊤(𝐹𝑖 + 𝐺𝑖𝑈∗

𝑖 ), ∀𝑖 ∈ {𝑣, 𝑟} (10)

The optimal value function (24) and the corresponding saturated
optimal control input (23) could be derived by solving the HJB equa-
tion (10). Now the problem of optimal control of the virtual–real system
is formulated. However, solving the HJB equation (10) is still a complex
and challenging problem due to its nonlinearity and high dimension-
ality. The next section will introduce a novel shared mechanism that
collects and allocates control inputs from the human operator and the
optimal controller of autonomy.

3. Main results: human-AI interactive optimized shared control
algorithm

In this section, a digital-twin-based optimal shared control algo-
ithm is proposed to achieve the optimal shared control of the virtual–

real system. The proposed algorithm is composed of three parts: the
digital-twin system construction, the shared confidence allocation and
the optimal shared control design. The architecture of the proposed
digital-twin system is illustrated in Fig. 1, where the real-world system
nd the virtual-digital system are connected by the shared control
nput. The real-world system learns from the demonstrated operations

to obtain the real optimal controller, and the virtual-digital system
mirrors the real-world system to obtain the virtual optimal controller.
While the virtual–real optimal controllers are approximated using the
reinforcement learning (RL) technique, and the shared confidence allo-
cation adjusts the confidence 𝛼 to the real agent and the virtual agent.
Then the optimal shared controller is constructed by compositing the
virtual–real optimal controllers with the shared confidence allocation.
First, the digital-twin system construction is introduced in the next
subsection.

3.1. Digital-twin system construction

Consider an uncontrolled real-world nonlinear system with discrete-
time dynamics:

𝛩𝑟(𝑡𝑖+1) = ∫

𝑡+1

𝑡
𝐹𝑟(𝛩𝑟 𝑑 𝜏 + 𝛩𝑟(𝑡𝑖)) (11)

which represents the discrete-time evolution of system (1), where
𝛩𝑟(𝑡𝑖) ∈ R𝑛 is the system state at time step 𝑡𝑖. This real-world system
perates in the state–space R𝑛. To establish a virtual-digital model
hat accurately mirrors this physical system, we employ the Koopman

operator framework to characterize the nonlinear system dynamics.
This approach lifts the system states into an expanded Hilbert space, en-
abling more effective prediction and analysis of the virtual-digital sys-
tem behavior. For analyzing the system dynamics in a lifted functional
pace, we define the Koopman operator  ∶  →  as:
(

𝛹1

)

[

𝛩𝑟(𝑡𝑖+1)
]

= 𝛹1

{

𝐹𝑟
[

𝛩𝑟(𝑡𝑖)
]}

(12)

where 𝛹1
∶ R𝑛𝑟 →  maps the original state–space to the Hilbert

pace associated with the Koopman operator. While this formulation
applies to autonomous systems, we need to extend it to incorporate
control inputs. Let 𝜒𝑟(𝑡𝑖) =

[

𝛩𝑟(𝑡𝑖)⊤, 𝑈𝑟(𝑡𝑖)⊤
]⊤ denote the augmented

state including both system states and control inputs. The augmented
dynamics can then be expressed as:

[ ]⊤
𝜒𝑟(𝑡𝑖+1) = 𝐹 (𝜒𝑟(𝑡𝑖+1)) ∶= 𝐹𝑟(𝛩𝑟, 𝑈𝑟(0))⊤ (𝑈𝑟)⊤ (13)
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where  represents the shift operator that advances the control se-
quence: (𝑈𝑟)(𝑡𝑖) = 𝑈𝑟(𝑡𝑖+1). This allows us to reformulate the Koopman
operator  ∶  →  to analyze the controlled system dynamics:

(𝛹2
)(𝜒𝑟(𝑡𝑖)) = 𝛹2

(𝐹 𝑟(𝜒𝑟(𝑡𝑖))) (14)

where 𝛹2
∶ R𝑛𝑟+𝑙 → R maps the augmented state–space to the Koop-

man operator’s Hilbert space. This operator framework enables analysis
of controlled nonlinear systems in an expanded functional space. The
Koopman approach lifts the state dynamics into a higher-dimensional
space where linear analysis techniques become applicable. To establish
the virtual-digital system dynamics in (1), we employ the extended
dynamic mode decomposition (EDMD) method to approximate the
Koopman operator  defined in (14). EDMD provides a data-driven
framework to estimate the Koopman operator through:

𝛹2
(𝜒𝑟(𝑡𝑖+1)) = ⊤𝛹2

(𝜒𝑟(𝑡𝑖)) + 𝜖(𝜒𝑟(𝑡𝑖)) (15)

where 𝛹2
∶ R𝑛𝑟+𝑙 → R represents the transfer function as previously

efined, and 𝜖(𝜒𝑟(𝑡𝑖)) denotes the operator approximation error. Given
ata samples (𝜒𝑟(𝑡𝑗 ), 𝜒𝑟(𝑡𝑗+1)), 𝑗 = 1,… , 𝑁 from system evolution
𝑟(𝑡𝑗+1) = 𝐹 (𝜒𝑟(𝑡𝑗 )), we approximate the Koopman operator  by
inimizing:

𝐸=
𝑁
∑

𝑗=1
‖𝜖(𝜒𝑟(𝑡𝑗 ))‖2=

𝑁
∑

𝑗=1
‖𝛹2

(𝜒𝑟(𝑡𝑗+1)) −𝐾⊤𝛹2
(𝜒𝑟(𝑡𝑗 ))‖2 (16)

where 𝛹2
(𝜒𝑟(𝑡𝑗 )) = [𝛹2 ,1(𝜒𝑟(𝑡𝑗 )),… , 𝛹2 ,𝑁𝛹2

(𝜒𝑟(𝑡𝑗 ))]⊤ represents a
vector of transfer functions 𝛹2 ,𝑖 ∶ R𝑛𝑟+𝑙 → R, 𝑖 = 1,… , 𝑁𝛹2

.
Let 𝐗 = [𝛹2

(𝜒𝑟(𝑡1)),… , 𝛹2
(𝜒𝑟(𝑡𝑁−1))] denote transformed state

ata, 𝐘 = [𝛹2
(𝜒𝑟(𝑡2)),… , 𝛹2

(𝜒𝑟(𝑡𝑁
))] represent transformed output

states, and 𝐔 = [𝛹2
(𝑈𝑟(𝑡2)),… , 𝛹2

(𝑈𝑟(𝑡𝑁
))] contain transformed

control inputs, where relation 𝜒𝑟(𝑡𝑗+1) = 𝐹𝑟(𝜒𝑟(𝑡𝑗 ), 𝑈𝑟(𝑡𝑗 )) holds. The
following assumption is introduced to ensure the convergence of the
EDMD algorithm.

Assumption 2. The transformed state data 𝐗, output states 𝐘,
and control inputs 𝐔 are collected from the real-world system. We


4

assume that: the data matrices 𝐗, 𝐘, and 𝐔 are of full column rank,
ensuring that they are Moore–Penrose pseudo-invertible. This ensures
the convergence of the EDMD algorithm, enabling accurate estimation
of the Koopman operator .

It is important to note that the EDMD algorithm is a data-driven
method used to approximate the Koopman operator  based on col-
ected state data. The accuracy of the Koopman operator estimation is
ignificantly influenced by the quality and quantity of the data samples.
o ensure the convergence of the EDMD algorithm, Assumption 2 is

ntroduced to guarantee the full column rank of the data matrices. By
satisfying this assumption, the Koopman operator  can be accurately
estimated, enabling effective modeling of the virtual-digital system.

Using the collected data matrices 𝐗, 𝐘 and 𝐔, the linearized
system dynamics matrices 𝐴̂𝑟 ∈ R𝑛×𝑛 and 𝐵̂𝑟 ∈ R𝑛×𝑚 can be obtained
y solving the minimization problem in (15):

[

𝐴̂𝑟, 𝐵̂𝑟
]

= 𝐘
[

𝐗,𝐔
]† (17)

where † denotes the Moore–Penrose pseudo inverse operator. Based on
these linearized matrices, the virtual-digital system dynamics in (1) can
be approximated as:

𝐹𝑣 = 𝐴̂𝑟 × 𝛩𝑟, 𝐺𝑣 = 𝐵̂𝑟 (18)

Through this process, we establish a virtual-digital model that mir-
ors the real-world system by leveraging the Koopman operator frame-
ork (14) and EDMD algorithm (15). This enables prediction of the
irtual system’s future states while maintaining consistency with the
hysical system. In the following subsection, we present a digital-
win-based actor-critic algorithm to achieve optimal control of this
ntegrated virtual–real system.

Remark 2. The effectiveness of the virtual agent’s dynamics esti-
ation is intrinsically tied to both data quality and quantity. While

he EDMD algorithm demonstrates inherent robustness to noise and
can function with sparse datasets, substantial deviations in the virtual



ARTICLE IN PRESS
J. Tan, S. Xue, H. Cao et al. Journal of Automation and Intelligence xxx (xxxx) xxx

f
i
t

c

t

o
v

o
s
c
T
o
W
r
c

o
o

s

m
o
a

m
d
m

h
s

p
a
h
f
s
A
a
t

t

agent’s behavior may emerge under severe data constraints. To mitigate
these challenges, several enhancement strategies can be employed: (1)
Advanced data augmentation techniques including system identifica-
tion and comprehensive model validation processes; (2) Sophisticated
regularization methods to improve generalization; (3) Adaptive noise
iltering algorithms to maintain signal fidelity. Through systematic
mplementation of these approaches, high-fidelity approximation of
he virtual agent’s dynamics can be achieved, thereby maintaining the

reliability and effectiveness of the shared control framework.

Remark 3. Mismatches between the real and virtual agents’ dynamics
an significantly impact the performance and robustness of the shared

control framework. These discrepancies may lead to suboptimal control
inputs, reduced system robustness, and inefficiencies in learning. To
mitigate inaccuracies in the virtual model, iterative deep Koopman
operator learning from literature [52,53] can be employed to refine
the virtual agent’s dynamics based on real-world observations. This
iterative process enhances the model’s accuracy and adaptability over
time, ensuring that the virtual agent’s predictions align with the real
system’s behavior. By systematically addressing model inaccuracies,
the shared control framework can maintain high performance and
reliability across diverse operating conditions.

3.2. Shared confidence allocation

In this subsection, a novel shared mechanism is proposed to dy-
namically determine the confidence allocation between autonomous
and human control inputs. While existing Maxwell’s Demon Algorithm
(MDA) methods [48,54] use binary switching to allocate control au-
hority, such abrupt transitions can potentially destabilize the system.

Our approach instead implements smooth confidence allocation based
n the angular deviation between autonomous and human control
ectors:

𝛼 =

⎧

⎪

⎨

⎪

⎩

0, if 𝜂 ≥ 𝛼1
1, if 𝜂 ≤ 𝛼2
𝜂−𝛼1
𝛼2−𝛼1

, otherwise
(19)

where 𝜂 represents the angle between the autonomous optimal control
vector and human control vector, with thresholds 𝛼1 and 𝛼2 determin-
ing the transition boundaries. This continuous allocation mechanism
enables smooth handover of control authority based on the alignment
between autonomous and human control objectives.

Fig. 2. The mechanism of confidence allocation.

Fig. 2 illustrates the detailed shared mechanism. In the figure, the
ptimal control input from the autonomy is represented by the blue
lash-dot vector, while the green dotted vector represents the human
ontrol input. Let 𝜂 denote the angle between these two control vectors.
he final shared control input is synthesized by combining both the
ptimal and human control inputs based on their relative alignment.
hen 𝜂 > 𝛼1, the confidence parameter 𝛼 is set to 0, indicating full

eliance on the autonomous system. Conversely, when 𝜂 < 𝛼2, 𝛼 be-

omes 1, shifting control authority entirely to the human operator. For w

5

intermediate angles where 𝛼2 < 𝜂 < 𝛼1, 𝛼 is determined proportionally
based on 𝜂’s position between the threshold values 𝛼1 and 𝛼2, enabling
smooth transitions between human and autonomous control.

With the shared mechanism (19), the confidence to the human
perator and the autonomy could be adaptively adjusted, the composite
ptimal value function could be constructed by the shared mechanism:

∗ = 𝛼 𝑉 ∗
𝑟 + (1 − 𝛼)𝑉 ∗

𝑣 (20)

where ∗ is the composite optimal value function of the virtual–real
ystem, 𝑉 ∗

𝑟 and 𝑉 ∗
𝑣 are the optimal value functions of the real-world

system and the virtual-digital system defined in (24). The composite
optimal control input could be obtained by the shared mechanism:

 ∗ = argmin
∈𝛩𝑈


(

 ,∇∗) (21)

where  ∗ is the composite optimal control input of the virtual–real
system,  is the composite Hamilton function of the virtual–real system
which is defined as:

 =
(

∇∗)⊤ (𝐹 + 𝐺 ) + 𝑟𝑟(𝛩𝑟, ) (22)

where 𝑟𝑟(𝛩𝑟, ) is the reward function of the real-world system.

Remark 4. The shared mechanism is designed to optimally allo-
cate control authority between the human operator and autonomy.
The composite optimal value function directly embodies this shared
mechanism by blending the optimal value functions from both the real-
world system and virtual-digital system. The composite optimal control
input emerges from optimizing the composite Hamilton function asso-
ciated with the composite optimal value function. Compared to existing
human–AI interactive control methods [40,47], the proposed shared

echanism achieves smoother and more effective composition of both
ptimal value functions and control inputs, enabling more sophisticated
llocation of control authority between human operator and autonomy.

Remark 5. In contrast to existing MDA methods [48,54], the pro-
posed shared mechanism achieves smooth and effective allocation of
control authority parameters 𝛼 by intelligently evaluating the intentions
of both human operator and autonomy. When the human operator’s
intentions align with the autonomy’s objectives, the mechanism maxi-

izes utilization of human control input. Conversely, when significant
iscrepancies exist between human and autonomous intentions, the
echanism smoothly transitions control authority to the autonomy sys-

tem. The intermediate transition zones ensure continuous and smooth
andover of control, avoiding abrupt switches that could destabilize the
ystem.

Remark 6. Compared to the adaptive mechanisms in [22,55], the
roposed shared mechanism reduces computational costs by directly
djusting the confidence parameter 𝛼 based on the angle between
uman and autonomous control inputs. This approach is more straight-
orward and efficient for real-time control applications, facilitating
eamless integration of human expertise with AI-driven automation.
dditionally, the shared mechanism is more interpretable and explain-
ble, as it does not rely on complex learning algorithms or extensive
raining data, making it better suited for safety-critical applications.

To construct the value function for the human operator and obtain
the optimal shared control input, the optimal controller is approxi-
mated by a novel digital-twin-based actor-critic algorithm, which is
presented in the next subsection.

3.3. Digital-twin actor-critic design

In this subsection, we present a digital-twin-based actor-critic design
o achieve optimal control approximation. First, actor-critic neural net-
orks (NNs) are employed to reconstruct both virtual and real optimal
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value functions and control inputs. Through a shared mechanism, these
econstructed functions and inputs are integrated into a composite

optimal value function and shared control input. A shared Bellman
error is then defined to enable joint training of the optimal shared
controller. The actor-critic NNs are trained by minimizing this shared
error to approximate the optimal value functions and control inputs.
For function approximation, we develop the following actor-critic NN
structure to reconstruct the optimal value functions and control inputs:

𝑉 ∗
𝑖 (𝛩𝑟) =𝑊 ⊤

𝑐 𝑖 𝜑𝑐 𝑖(𝛩) + 𝜀𝑐 𝑖(𝛩𝑟), 𝑖 ∈ {𝑣, 𝑟} (23)

𝑈∗
𝑖 (𝛩𝑟) = − 𝜇𝑖 t anh

{

𝑅−1𝐺⊤𝑖
2𝜇𝑖

(

∇𝜑⊤𝑎𝑖(𝛩𝑟)𝑊𝑎𝑖 + ∇𝜀⊤𝑎𝑖
)

}

(24)

where 𝑊𝑐 𝑖 ∈ R𝑛𝜑𝑐 𝑖×1 represents the critic NN weights, and 𝜀𝑐 𝑖, 𝜀𝑎𝑖 denote
pproximation errors. The composite optimal value function integrating
oth virtual and real components is:

∗(𝛩𝑟) = 𝛼 𝑉 ∗
𝑟 (𝛩𝑟) + (1 − 𝛼)𝑉 ∗

𝑣 (𝛩𝑟)

= 𝛼 𝑊 ⊤
𝑐 𝑟𝜑𝑐 𝑟(𝛩𝑟) + (1 − 𝛼)𝑊 ⊤

𝑐 𝑣𝜑𝑐 𝑣(𝛩𝑟) + 𝜀𝑐 (𝛩𝑟) (25)

Substituting this into the HJB equation yields:
0 =𝛩⊤𝑟 𝑄𝛩𝑟 + 𝜓( ) + [

𝛼∇𝜑𝑐 𝑟𝑊 ⊤
𝑐 𝑟 + (1 − 𝛼)∇𝜑𝑐 𝑣𝑊 ⊤

𝑐 𝑣
+ ∇𝛼 𝑊 ⊤

𝑐 𝑟𝜑𝑐 𝑟 − ∇𝛼 𝑊 ⊤
𝑐 𝑣𝜑𝑐 𝑣

]⊤ (𝐹 + 𝐺 )
(26)

The optimal shared control input emerges as:

 ∗(𝛩𝑟) = − 𝜇 t anh
{

𝑅−1𝐺⊤𝑟
2𝜇

(

𝛼∇𝜑⊤𝑐 𝑟𝑊𝑐 𝑟 + (1 − 𝛼)∇𝜑⊤𝑐 𝑣𝑊𝑐 𝑣

+ ∇𝛼 𝑊 ⊤
𝑐 𝑟𝜑𝑐 𝑟 − ∇𝛼 𝑊 ⊤

𝑐 𝑣𝜑𝑐 𝑣 + ∇𝜀⊤𝑐
)}

(27)

In practice, since the ideal weights 𝑊𝑐 𝑖 and 𝑊𝑎𝑖 are unknown, we
mploy estimated weights to approximate the optimal value functions
nd control inputs:

𝑉𝑖(𝛩𝑟) =𝑊̂ ⊤
𝑐 𝑖 𝜑𝑐 𝑖(𝛩𝑟), 𝑖 ∈ {𝑣, 𝑟} (28)

̂(𝛩𝑟) =𝛼𝑉𝑟(𝛩𝑟) + (1 − 𝛼)𝑉𝑣(𝛩𝑟)
=𝛼𝑊̂ ⊤

𝑐 𝑟𝜑𝑐 𝑟(𝛩𝑟) + (1 − 𝛼)𝑊̂ ⊤
𝑐 𝑣𝜑𝑐 𝑣(𝛩𝑟) (29)

where 𝑊̂𝑐 𝑖 ∈ R𝑛𝜑×1 represents the estimated critic NN weights for
he optimal value function. The estimated optimal control input is
onsequently derived as:

̂ 𝑖(𝛩𝑟) = −𝜇𝑖 t anh
{

𝑅−1𝐺⊤𝑖
2𝜇𝑖

∇𝜑⊤𝑎𝑖(𝛩𝑟)𝑊̂𝑎𝑖

}

, 𝑖 ∈ {𝑣, 𝑟} (30)

By integrating the estimated optimal control inputs (30) with the
composite optimal value function (29), we obtain the estimated optimal
shared control input:

̂ (𝛩𝑟) = − 𝜇 t anh
{

𝑅−1𝐺⊤𝑖
2𝜇

(

𝛼∇𝜑⊤𝑎𝑟𝑊̂𝑎𝑟 + (1 − 𝛼)∇𝜑⊤𝑎𝑣𝑊̂𝑎𝑣

+ ∇𝛼(𝜑⊤𝑎𝑟𝑊̂𝑎𝑟 − 𝜑⊤𝑎𝑣𝑊̂𝑎𝑣)
)

}

(31)

The derived composite optimal controller  ∗ represents the optimal
shared control input that balances the contributions of the real and
virtual agents. The adaptive parameter 𝛼 determines the relative in-
fluence of the human operator and the AI-driven digital system on the
control output. When 𝛼 = 1, the control input is entirely determined by
the real agent, reflecting a human-centric control strategy. Conversely,
when 𝛼 = 0, the virtual agent’s control input fully dictates the control
action, indicating an autonomy-centric approach. The shared control
mechanism dynamically allocates control authority between the human
operator and the autonomous system based on the system’s state and
performance metrics. This adaptive blending of human and AI contri-
butions enables effective shared control, enhancing system performance
and robustness across diverse operating conditions.
6

Substituting the optimal shared control input (30) into the compos-
ite HJB equation (26) yields the shared Bellman error:

𝛿(𝛩𝑟, ̂ , ̂ ) =∇𝑉 ⊤
𝑖 (𝐹𝑟 + 𝐺𝑟̂ ) + 𝑟𝑟(𝛩𝑟, ̂ )

=
(

𝛼∇𝜑⊤𝑎𝑟𝑊̂𝑎𝑟 + (1 − 𝛼)∇𝜑⊤𝑎𝑣𝑊̂𝑎𝑣

+ ∇𝛼(𝜑⊤𝑎𝑟𝑊̂𝑎𝑟 − 𝜑⊤𝑎𝑣𝑊̂𝑎𝑣)
)⊤

× (𝐹𝑟 + 𝐺𝑟̂ ) + 𝛩⊤𝑟 𝑄𝑟𝛩𝑟 + 𝜓𝑟(̂ ) (32)

where 𝛿 denotes the shared Bellman error used to train the actor-critic
Ns for approximating optimal value functions and control inputs.
he weights of the critic NNs are updated by minimizing this shared
rror to approximate the optimal shared controller. The online com-
osite optimal value function approximation is presented in the next
ubsection.

3.4. Online composite optimal value function approximation

In this subsection, we present the online weights update method for
actor-critic NNs based on Bellman error minimization. To enable joint
training of actor-critic NNs for optimal shared control of the virtual–
real system, we introduce compact representations of the virtual–real
nd shared Bellman errors:

𝛿(𝛩𝑟, ̂ , ̂ ) = 𝑊̂ ⊤
𝑎𝑟𝛹𝑎𝑟 + 𝑊̂

⊤
𝑎𝑣𝛹𝑎𝑣 + 𝑟𝑟(𝛩𝑟, ̂ ) (33)

𝜁𝑘𝑖 (𝛩
𝑘, 𝑉 𝑘

𝑖 , 𝑈̂
𝑘
𝑖 ) = 𝑊̂ 𝑘

𝑎𝑖
⊤𝛷𝑘

𝑎𝑖 + 𝑟𝑖(𝛩
𝑘, 𝑈̂𝑘

𝑖 ), 𝑖 ∈ {𝑣, 𝑟} (34)

where 𝛹𝑎𝑟, 𝛹𝑎𝑣, 𝛷𝑘
𝑎𝑟, and 𝛷𝑘

𝑎𝑣 are regression vectors defined by:
⎧

⎪

⎨

⎪

⎩

𝛹𝑎𝑟 =
(

𝛼∇𝜑⊤𝑎𝑟 + ∇𝛼 𝜑⊤𝑎𝑟
)⊤ (𝐹𝑟 + 𝐺𝑟 ̂

)

𝛹𝑎𝑣 =
(

(1 − 𝛼) ∇𝜑⊤𝑎𝑣 − ∇𝛼 𝜑⊤𝑎𝑣
)⊤ (𝐹𝑟 + 𝐺𝑟 ̂

)

𝛷𝑘
𝑎𝑖 = ∇𝜑𝑎𝑖(𝛩𝑘)

(

𝐹𝑖(𝛩𝑘) + 𝐺𝑖(𝛩𝑘) 𝑈̂𝑘
𝑖
)

, 𝑖 ∈ {𝑣, 𝑟}
(35)

These regression vectors enable efficient calculation of Bellman errors
for both virtual and real agents, facilitating the adaptive update of
actor-critic NN weights.

To facilitate the learning process, a historical data stack {𝛿(𝑡), 𝜁𝑣(𝑡),
𝑟(𝑡), {𝛿𝑘, 𝜁𝑘𝑣 , 𝜁𝑘𝑟 }𝑁𝑘=1} is maintained without extrapolation, where {𝛿𝑘, 𝜁𝑘𝑣 ,
𝑘
𝑟 } represents the 𝑘th stored data collection. The actor-critic NN
eights are optimized by minimizing a composite loss function:

 = 𝛿⊤𝛿 +
∑

𝑖=𝑣,𝑟

𝑁
∑

𝑘=1
𝜁𝑘𝑖

⊤𝜁𝑘𝑖 (36)

For the critic NN, a concurrent gradient descent method is employed
to update the weights:
̇̂𝑊𝑐 𝑖 = − 𝑘𝑐 𝑖1

𝛹𝑎𝑖
(

𝛹⊤𝑎𝑖𝛹𝑎𝑖 + 1)2
𝛿

−
𝑘𝑐 𝑖2
𝑁

𝑁
∑

𝑘=1

𝛷𝑘
𝑎𝑖

(

𝛷𝑘
𝑎𝑖
⊤𝛷𝑘

𝑎𝑖 + 1)2
𝜁𝑘𝑖 , 𝑖 ∈ {𝑣, 𝑟} (37)

where 𝑘𝑐 𝑖𝑗 > 0 (𝑖 = 𝑣, 𝑟, 𝑗 = 1, 2) denotes the learning rates, and
he regression vectors are defined as: 𝛷𝑎𝑖 = ∇𝜑⊤𝑐 𝑖(𝛩𝑟)(𝐹 + 𝐺𝑈̂ ), 𝛷𝑘

𝑎𝑖 =
𝜑⊤𝑐 𝑖(𝛩𝑘𝑟 )(𝐹 + 𝐺𝑈̂𝑘), with 𝛩𝑘𝑟 being the 𝑘th historical state sample.

For the actor NN, a gradient projection mechanism is utilized to
update the weights:
̇̂𝑊𝑎𝑖 = 𝛤

{

−𝑘𝑎𝑖𝑎𝑖
(

𝑊̂𝑎𝑖 − 𝑊̂𝑐 𝑖
)}

, 𝑖 ∈ {𝑣, 𝑟} (38)

where 𝑘𝑎𝑖 > 0 represents the learning rate, 𝑎𝑖 ∈ R𝑛𝜑×𝑛𝜑 denotes a pos-
itive definite matrix for weight updates, and 𝛤 is a projection operator
ensuring bounded weights. Through this online learning framework,
the optimal value function and control input are approximated via the
actor-critic architecture.

Remark 7. To address computational complexity challenges associ-
ated with high-dimensional spaces, the following computational opti-
mization strategies could be integrated with in the proposed optimal
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Algorithm 1 Digital-twin-based optimal shared control algorithm

1: Initialize the actor-critic NN weights 𝑊̂𝑐 𝑖, 𝑊̂𝑎𝑖, learning parame-
ters 𝑘𝑐 𝑖𝑗 , 𝑘𝑎𝑖, 𝑎𝑖 (𝑖 = 𝑣, 𝑟, 𝑗 = 1, 2), the experience replay
stack {𝛿(𝑡), {𝜁𝑘𝑣 (𝑡), 𝜁𝑘𝑟 (𝑡)}𝑁𝑘=1}, and the Koopman transformed data
{𝑌, 𝑋, 𝑈}.

2: while 𝑡 < 𝑇𝑒𝑛𝑑 do
3: Collect current state 𝑋 from operating system.
4: if Model of the real-world system is unknown then
5: 𝛹2

← compute via (14) using
[

𝛩𝑟(𝑡)⊤, 𝑈𝑟(𝑡)⊤
]⊤

6: Store 𝛹2
in {𝑌, 𝑋, 𝑈}

7: Approximate Koopman operator  via EDMD algorithm (15)
and minimization (16)

8: 𝐹𝑣, 𝐺𝑣 ← compute via (17)
9: end if

10: 𝑉𝑖, 𝑈̂𝑖 ← approximate via (28), (30)
11: ̂ , ̂ ← compute via (29), (31)
12: 𝜁𝑖(𝛩𝑟, 𝑉𝑖, 𝑈̂𝑖), 𝛿(𝛩𝑟, ̂ , ̂ ) ← compute via (34), (32)
13: Stack 𝜁𝑖 and 𝛿 in the experience replay stack
14: Update weights 𝑊̂𝑐 𝑖, 𝑊̂𝑎𝑖 via (37)–(38)
15: Apply ̂ to system (3)
16: end while

shared control algorithm: (1) Online concurrent learning: Compared to
traditional off-policy and offline learning methods [56,57], online con-
current learning enables real-time training and control updates without
requiring extensive historical data storage. This approach enhances
computational efficiency and reduces memory requirements, making it
well-suited for dynamic and high-dimensional systems; (2) ADP-related
optimization techniques: To facilitate efficient training and conver-
gence, methods such as state-following kernel neural networks [58]
nd sparse learning-based extrapolation [59,60] can be employed to
educe the computational burden of the actor-critic training process. By
ncorporating these computational optimization strategies, the actor-

critic algorithm can be effectively implemented for real-time control
applications, ensuring computational feasibility and scalability across
diverse system configurations.

The detailed algorithm is presented in Algorithm 1, and the learning
rocess of the optimal shared control algorithm is illustrated in Fig. 3.

The proposed method employs actor-critic neural networks (NNs) to
pproximate the optimal value function and optimal control input.
he shared Bellman error is used to train the actor-critic NNs, and
he weights are updated online by minimizing this error. In the next
ection, we provide a theoretical analysis of the proposed optimal
hared control algorithm.

4. Stability analysis of the optimal shared control algorithm

In this section, we utilize Lyapunov stability theory to prove that
he closed-loop virtual–real system states and the actor-critic NN errors
re ultimately uniformly bounded (UUB) under the proposed digital-
win-based optimal shared control algorithm. To facilitate the stability
nalysis, we first state two assumptions. Then, we analyze the Lyapunov
tability of the algorithm.

Assumption 3 (Boundedness of Parameters and Operators [26,61]). As-
sume that the following parameters and operators are bounded:

• ‖𝑊̂𝑐 𝑖‖ ≤ 𝑊𝐻 𝑖, ∀𝑖 ∈ {𝑣, 𝑟}
• ‖𝛷𝑎𝑖(𝛩𝑟)‖ ≤ 𝛹𝐻 𝑖𝑗 , ‖∇𝛷𝑎𝑖(𝛩𝑟)‖ ≤ 𝛹𝐷 ,𝐻 𝑖𝑗 , ∀𝑖 ∈ {𝑣, 𝑟}
• ‖𝜑(𝛩𝑟)‖ ≤ 𝜑𝐻 𝑖, ‖∇𝜑(𝛩𝑟)‖ ≤ 𝜑𝐷 ,𝐻 𝑖, ∀𝑖 ∈ {𝑣, 𝑟}
• ‖𝜀(𝛩𝑟)‖ ≤ 𝜀𝐻 𝑖, ‖∇𝜀(𝛩𝑟)‖ ≤ 𝜀𝐷 ,𝐻 𝑖, ∀𝑖 ∈ {𝑣, 𝑟}
7

Fig. 3. The learning process of the optimal shared control algorithm.

Assumption 4 (Persistent Excitation Condition [25,49]). Assume that the
ata set collected online and used for the weight update law satisfies
he following excitation condition:

1. 𝜙1,𝑖𝐼 ≤ inf 𝑡≥𝑡0

{

1
𝑁

∑𝑁
𝑘=1

𝛷𝑘𝑎𝑖𝛷
𝑘⊤
𝑎𝑖

𝜌𝑘𝑖

}

, 𝑖 ∈ {𝑣, 𝑟}

2. 𝜙2,𝑖𝐼 ≤ ∫ 𝑡+𝑇𝑡
𝛹𝑎𝑖𝛹⊤𝑎𝑖
𝜌𝑖

d𝜏 , 𝑖 ∈ {𝑣, 𝑟}

where 𝐼 is the identity matrix, 𝜌𝑘𝑖 = (𝛷𝑘⊤
𝑎𝑖 𝛷

𝑘
𝑎𝑖 + 1)2, 𝜌𝑖 = (𝛹⊤𝑎𝑖𝛹𝑎𝑖 + 1)2,

and at least one of the non-negative constants 𝜙1,𝑖 or 𝜙2,𝑖 is positive.

Remark 8. It is important to note that Assumptions 3 and 4 are
standard within the stability analysis of actor-critic algorithms [34,49,
62]. Assumption 3 ensures that the parameters and operators remain
bounded, whereas Assumption 4 guarantees the persistent excitation
condition for the dataset utilized in the weight update law. The ex-
itation condition is crucial for the convergence of the actor-critic
lgorithm, and the boundedness of parameters and operators is a
ommon premise in stability analysis. These two assumptions can be
atisfied by selecting appropriate learning rates and initial weights for
he actor-critic neural networks.

Based on the design of input (31), we derive an inequality for the
ontrol error as follows:
‖

‖

‖

𝑈∗
𝑖 (𝛩𝑟) − 𝑈̂𝑖(𝛩𝑟)‖‖

‖

2
≤ 𝜁𝑖𝑊̃

⊤
𝑎𝑖 𝑊̃𝑎𝑖 +𝛱𝑢𝑖 , 𝑖 ∈ {𝑣, 𝑟} (39)

where 𝑊̃∗𝑖 = 𝑊̂∗𝑖 − 𝑊∗𝑖 represents the estimation error of the NN
weights, 𝛹 is an upper bound associated with 𝜑𝐻 , 𝜑𝐷 ,𝐻 , 𝛹𝐻 𝑖, and
𝛹 , and 𝛱 is an upper bound related to 𝜀 .
𝐷 ,𝐻 𝑖 𝑢 𝐷 ,𝐻
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The Bellman error 𝛿𝑖 is defined as:

𝛿 = −𝛹⊤𝑎1𝑊̃𝑐1 − 𝛹⊤𝑎2𝑊̃𝑐2 + 𝛥(𝛩𝑟) + 𝜉𝐻 , (40)

𝜁𝑘𝑖 = −(𝛷𝑘
𝑎𝑖)

⊤𝑊̃𝑐 𝑖 + 1
4
𝑊̃𝑎𝑖𝐺

𝑘
𝛷𝑎𝑖
𝑊̃𝑎𝑖 + 𝜁𝑘𝑖 (𝛩𝑟), (41)

where 𝑖 ∈ {𝑣, 𝑟}, 𝐺𝑘𝛷𝑎𝑖 = 𝐺𝛷𝑎𝑖 (𝛩
𝑘
𝑟 ), and 𝛥𝑖, 𝜁𝑘𝑖 ∶ R𝑛 → R are uniformly

bounded over 𝜒 . Additionally, ‖𝛥𝑖‖ and ‖𝜁𝑘𝑖 ‖ decrease as ‖∇𝜀𝑖‖ and
‖∇𝑊𝑖‖ decrease.

The stability analysis of the closed-loop system state and the NN
eight estimation errors is provided in the following theoretical result.

Theorem 1. Consider the system dynamics in (3) and the proposed optimal
shared control algorithm. Assume that Assumptions 1, 3, and 4 are satisfied.
et the actor-critic neural networks (NNs) be updated using the adaptive
pdate laws (37) and (38), and let the control input be estimated by (31).
Then, the closed-loop system states 𝛩𝑟 and the weight errors
[

𝑊̃ ⊤
𝑐 𝑟 , 𝑊̃ ⊤

𝑎𝑟 , 𝑊̃
⊤
𝑐 𝑣, 𝑊̃ ⊤

𝑎𝑣
]⊤

are ultimately uniformly bounded (UUB) provided that:
‖𝛯‖ ≥ (𝛤r es∕𝜆)1∕2 (42)

where 𝛯 =
[

𝛩⊤𝑟 , 𝑊̃
⊤
𝑐 𝑟 , 𝑊̃ ⊤

𝑎𝑟 , 𝑊̃
⊤
𝑐 𝑣, 𝑊̃ ⊤

𝑎𝑣
]⊤, 𝛤r es is a positive constant, and 𝜆

is the minimum eigenvalue of the matrix .

Proof. Utilizing Lyapunov stability theory, we select the Lyapunov
unction as

𝑉 (𝛯) = ∗(𝛩) + 1
2
𝑊̃ ⊤
𝑐 𝑣𝑊̃𝑐 𝑣 + 1

2
𝑊̃ ⊤
𝑎𝑣𝑊̃𝑎𝑣

+ 1
2
𝑊̃ ⊤
𝑐 𝑟 𝑊̃𝑐 𝑟 + 1

2
𝑊̃ ⊤
𝑎𝑟𝑊̃𝑎𝑟 (43)

With the optimal value functions (24) and optimal control inputs
23), and taking the time derivative of 𝑉 along the system trajectories,

we obtain (see Table 1):
̇ = ∇∗ ⋅

(

𝐹𝑟(𝛩𝑟) + 𝐺𝑟(𝛩𝑟)
)

+ 𝑊̃ ⊤
𝑐 𝑣 ̇̂𝑊𝑐 𝑣 + 𝑊̃ ⊤

𝑎𝑣
̇̂𝑊𝑎𝑣

+ 𝑊̃ ⊤
𝑐 𝑟 ̇̂𝑊𝑐 𝑟 + 𝑊̃ ⊤

𝑎𝑟
̇̂𝑊𝑎𝑟 (44)

Substituting the (∇∗)⊤ 𝐹 (𝛩) term from (40) and (41) into (44), and
mploying the Bellman errors from (40) and (41), the derivative can be

rewritten as:
̇ =

{

−𝛩⊤𝑟 𝑄𝑟𝛩𝑟 − 𝜓𝑟(𝑈𝑟)

−
{

𝑘𝑎𝑣𝑊̃
⊤
𝑎𝑣𝑎𝑣

(

𝑊̂𝑎𝑣 − 𝑊̂𝑐 𝑣
)}

−
{

𝑘𝑎𝑟𝑊̃
⊤
𝑎𝑟𝑎𝑟

(

𝑊̂𝑎𝑟 − 𝑊̂𝑐 𝑟
)}

+
{

𝑘𝑐 𝑣1𝑊̃ ⊤
𝑐 𝑣
𝛷𝑎𝑣
𝜌𝑣

(

−𝛷⊤
𝑎𝑣𝑊̃𝑐 𝑣 + 1

4
𝑊̃ ⊤
𝑎𝑣𝐺𝛷𝑎𝑣𝑊̃𝑎𝑣 + 𝛥𝑣 + 𝜉𝐻 𝑣

)

}

+
{

𝑘𝑐 𝑟1𝑊̃ ⊤
𝑐 𝑟
𝛷𝑎𝑟
𝜌𝑟

(

−𝛷⊤
𝑎𝑟𝑊̃𝑐 𝑟 + 1

4
𝑊̃ ⊤
𝑎𝑟𝐺𝛷𝑎𝑟𝑊̃𝑎𝑟 + 𝛥𝑟 + 𝜉𝐻 𝑟

)

}

+

(

𝑊̃ ⊤
𝑐 𝑣
𝑘𝑐 𝑣2
𝑁

𝑁
∑

𝑘=1

𝛷𝑘
𝑎𝑣

𝜌𝑘𝑣

( 1
4
𝑊̃ ⊤
𝑎𝑣𝐺

𝑘
𝛷𝑎𝑣

𝑊̃𝑎𝑣 − (𝛷𝑘
𝑎𝑣)

⊤𝑊̃𝑎𝑣 + 𝛥𝑘𝑣
)

)

+

(

𝑊̃ ⊤
𝑐 𝑟
𝑘𝑐 𝑟2
𝑁

𝑁
∑

𝑘=1

𝛷𝑘
𝑎𝑟

𝜌𝑘𝑟

( 1
4
𝑊̃ ⊤
𝑎𝑟𝐺

𝑘
𝛷𝑎𝑟
𝑊̃𝑎𝑟 − (𝛷𝑘

𝑎𝑟)
⊤𝑊̃𝑎𝑟 + 𝛥𝑘𝑟

)

)}
8

Substitute inequality (39), then employ Young’s inequality [25] and
Assumptions 1–4. The derivative can then be rewritten as:

𝑉̇ ≤ −𝛯⊤𝛯 + 𝛤r es (45)

where  is a positive definite matrix defined as:

 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑚1 0 0 0 0
0 𝑚2 0 0 0
0 𝑚3 𝑚4 0 0
0 0 0 𝑚5 0
0 0 0 𝑚6 𝑚7

⎤

⎥

⎥

⎥

⎥

⎥

⎦

where 𝑚𝑖 are functions of the system parameters and the basis func-
ions. The functions are defined as:

• 𝑚1 = 𝜆𝑄𝑟
• 𝑚2 =

1
2𝑘𝑐 𝑟1𝛹𝑟𝛹⊤𝑟 + 1

2𝑘𝑐 𝑟2𝜙1,𝑟𝐼
• 𝑚3 =

1
2𝑘𝑐 𝑟1𝛹𝑟𝛹⊤𝑟 + 1

2𝑘𝑐 𝑟1𝜙1,𝑟𝐼
• 𝑚4 = 𝑎1𝐼 − 𝜆̄𝑅𝑎𝑎𝛹𝑢𝐼
• 𝑚5 =

1
2𝑘𝑐 𝑣1𝛹𝑣𝛹⊤𝑣 + 1

2𝑘𝑐 𝑣2𝜙1,𝑣𝐼
• 𝑚6 =

1
2𝑘𝑐 𝑣1𝛹𝑣𝛹⊤𝑣 + 1

2𝑘𝑐 𝑣2𝜙1,𝑣𝐼
• 𝑚7 = 𝑎𝑣𝐼 − 𝜆̄𝑅ℎℎ𝛹𝑢𝐼

and 𝛤r es is a residual defined as:

𝛤r es =
∑

𝑖=𝑣,𝑟

{

𝜆̄𝑅𝑖𝑖𝛱𝑢𝑖 + 𝛹𝑗𝑊̃ ⊤
𝑎𝑗𝑊̃𝑎𝑗 +

1
2
𝑘𝑐 𝑖1

( 1
4
𝑊̃ ⊤
𝑎𝑖𝐺𝛷𝑎𝑖𝑊̃𝑎𝑖 + 𝛥𝑖

)2

+ 1
2
𝑘𝑐 𝑖2

( 1
4
𝑊̃ ⊤
𝑎𝑖𝐺𝛷𝑎𝑖𝑊̃𝑎𝑖 + 𝛥𝑘

)2
}

When a suitable positive definite matrix  is chosen, the closed-
loop system state 𝛩 and the network weight errors

[

𝑊̃ ⊤
𝑐 𝑟 , 𝑊̃ ⊤

𝑎𝑟 , 𝑊̃
⊤
𝑐 𝑣,

𝑊̃ ⊤
𝑎𝑣
]⊤ are ultimately uniformly bounded (UUB) provided that:

‖𝛯‖ ≥ (𝛤r es∕𝜆)1∕2 (46)

The proof is completed. □

5. Simulation verifications

5.1. Example 1: Representative nonlinear system control

Simulation setup
In this example, the nonlinear system is designed in 2-dimensional

space. The dynamic model of this system is selected a representative
nonlinear dynamics system from [46,49]:

𝐹𝑟(𝛩𝑟) =
[

−𝛩𝑟(1) + 𝛩𝑟(2)
− 1

2𝛩𝑟(1) −
1
2𝛩𝑟(2)

(

1 − (

cos
(

2𝛩𝑟(1)
)

+ 2)2
)

]

,

𝐺𝑟(𝛩𝑟) =
[

sin
(

2𝛩𝑟(1)
)

+ 2 0
0 cos

(

2𝛩𝑟(1)
)

+ 2
]

where 𝛩𝑟(1) and 𝛩𝑟(2) are the state variables, and 𝐹𝑟(𝛩𝑟) and 𝐺𝑟(𝛩𝑟) are
the system dynamics matrices. The control objective is to stabilize the
system states at the origin. Simulations are conducted using MATLAB
R2023b Simulink on a PC equipped with an Intel Core i3-12100F CPU
(3.3 GHz) and 24 GB of RAM. The ODEs are solved using the fourth-
order Runge–Kutta method with a fixed step size of 𝑇 = 0.001 s. The
Table 1
The parameters of examples.

Parameters Initial conditions Controller design Learning parameters

𝐸 𝑥𝑎𝑚𝑝𝑙 𝑒 1 ∶ 𝛩𝑟(0) = [2, 3]𝑇 , 𝛩𝑣(0) = [2.5, 2.5]𝑇 𝑅𝑟 = 10𝐼2 , 𝑅𝑣 = 20𝐼2 𝑘𝑐 𝑟1 = 0.5, 𝑘𝑐 𝑣1 = 0.5
𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑖𝑣𝑒 𝑛𝑜𝑛𝑙 𝑖𝑛𝑒𝑎𝑟 𝑠𝑦𝑠𝑡𝑒𝑚 𝑊̂𝑐 𝑟 = 𝑊̂𝑎𝑟 = 0.1 × 16 + 𝑟𝑎𝑛𝑑(12) 𝑄𝑟 = 2𝐼2 , 𝑄𝑣 = 1𝐼2 𝑘𝑐 𝑟2 = 0.1, 𝑘𝑐 𝑣2 = 0.1

𝑊̂𝑐 𝑣 = 𝑊̂𝑎𝑣 = 0.1 × 16 + 𝑟𝑎𝑛𝑑(12) 𝜇𝑟 = 0.5, 𝜇𝑣 = 1.5 𝑘𝑎𝑟=𝑘𝑎𝑣= 1,𝑟=𝑣=𝐼6

𝐸 𝑥𝑎𝑚𝑝𝑙 𝑒 2 ∶ 𝛩𝑖(0) = [−2.198, 0.753,−0.48, 0.103, 𝑅𝑖= 50𝑑 𝑖𝑎𝑔([3, 1, 0.5, 1]) 𝑘𝑐 𝑟1 = 0.02, 𝑘𝑐 𝑣1 = 0.01
−0.008,−0.057,−0.0013, 0.027, 𝑄𝑖=𝑑 𝑖𝑎𝑔([10, 10, 10, 1, 𝑘𝑐 𝑟2 = 0.01, 𝑘𝑐 𝑣2 = 0.01

𝑈 𝑛𝑚𝑎𝑛𝑛𝑒𝑑 𝑎𝑒𝑟𝑖𝑎𝑙 𝑣𝑒ℎ𝑖𝑐 𝑙 𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 0.534,−0.045, 0.032,−0.058] 1, 1, 1, 1, 1, 1, 1, 0]) 𝑘𝑎𝑟 = 0.05, 𝑘𝑎𝑣 = 0.05
𝑊̂𝑖𝑗 =112+𝑟𝑎𝑛𝑑(12), (𝑖=𝑐 , 𝑎, 𝑗=𝑐 , 𝑣) 𝜇𝑟 = 0.5, 𝜇𝑣 = 1.5 𝑟 = 0.1𝐼6 , 𝑣 = 0.1𝐼6
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simulation runs for a total duration of 𝑡end = 5 s. The actor–critic neural
networks for both virtual and real systems are structured as follows:

𝜑𝑖𝑗 =[𝛩𝑖(1)2, 𝛩𝑖(1) × 𝛩𝑖(2), 𝛩𝑖(2)2, 𝛩𝑖(1)2 × 𝛩𝑖(2),
𝛩𝑖(1) × 𝛩𝑖(2)2, 𝛩𝑖(1)2 × 𝛩𝑖(2)2], ∀𝑖 ∈ {𝑐 , 𝑎},∀𝑗 ∈ {𝑟, 𝑣}

The corresponding gradient of the actor-critic NNs are given as:

∇𝜑𝑖𝑗 =
[

𝛩𝑖(1), 𝛩𝑖(2), 0, 2𝛩𝑖(1) × 𝛩𝑖(2), 𝛩𝑖(2)2, 2𝛩𝑖(1) × 𝛩𝑖(2)2
0, 𝛩𝑖(1), 2𝛩𝑖(2), 𝛩𝑖(1)2, 2𝛩𝑖(1) × 𝛩𝑖(2), 2𝛩𝑖(1)2 × 𝛩𝑖(2)

]⊤

where 𝑖 = 𝑐 , 𝑎 and 𝑗 = 𝑟, 𝑣. Note that the actor-critic neural networks
re updated online using the adaptive update laws (37) and (38). The
election of the NN basis functions and their corresponding gradients
lays a crucial role in the convergence and stability of the actor-critic
lgorithm, as well as the overall performance of the shared control
ystem. In our design, we have chosen the above NN basis functions
ased on the system dynamics and control objectives by considering
he system states and the system dynamics matrices, inspired by the
iterature on actor-critic algorithms [46,61]. The detailed parameters

for the controller design are shown in Table 1.

Simulation results
The results of the proposed optimal shared control algorithm are

shown in Figs. 4–8. The weights of the critic and actor NNs in the
virtual and real agents are shown in Fig. 4, where the weights of

Fig. 4. The weights of the critic and actor NNs in the virtual and real agents.

Fig. 5. State trajectory of exp 1.
 a
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Fig. 6. State stability of exp 1.

Fig. 7. Control input of exp 1.

Fig. 8. Confidence allocation of exp 1.

the critic and actor NNs are updated online by the proposed adaptive
update law. The state trajectory of the virtual and real systems are
shown in Fig. 5, in which the state trajectory of the virtual and real
gents are stable. The detailed state stability of the virtual and real
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agents are shown in Fig. 6, where all the virtual and real system states
are bounded and stable. Fig. 7 shows the control input of the virtual
and real agents, where the control inputs of the virtual and real agents
are bounded. The confidence allocation of the virtual and real agents
is shown in Fig. 8. During 0 ∼ 1 s, the confidence of the virtual agent
s higher than the real agent, which means that the virtual agent is
ore confident in the control input. After 1 s, the confidence of the

eal agent is higher than the virtual agent, which means that the real
gent is more confident in the control input. The results show that the
roposed optimal shared control algorithm is able to approximate the

optimal value function and control input by the actor-critic NNs.

5.2. Example 2: Unmanned aerial vehicle control

Simulation setup
In this example, we consider the control of an unmanned aerial

ehicle (UAV) in the 3-dimensional space. The human-UAV cooperation
ystem is illustrated in Fig. 9, which consists of an expert operator
nd a UAV. The frame of the UAV is defined as the body frame
ith the origin at the center of mass of the UAV. The body frame is
efined as 𝑥𝑏 pointing forward, 𝑦𝑏 pointing to the right, and 𝑧𝑏 pointing
p. The expert operator is responsible for observing UAV states and
ending control inputs to the UAV in the north-east-down (NED) frame.

Consider the UAV in the earth-fixed frame, the position state of the
UAV in the earth-fixed frame is composed of 𝑥, 𝑦, and 𝑧, 𝑥̇, 𝑦̇, and 𝑧̇ are
the corresponding velocities, 𝜙, 𝜃, 𝜓 , 𝜙̇, 𝜃̇, and 𝜓̇ denote the angular
and corresponding angular velocity. Define the control input as 𝑥̇𝑑 , 𝑦̇𝑑 ,
̇ 𝑑 , and 𝜓̇𝑑 , which are the desired velocities. Assuming that the angles
are small enough to apply the small angle approximation, the UAV
dynamics in the NED frame is given by
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑥̈ = −𝑘𝑡𝑥̇
𝑚

− 𝑔 𝜃

𝑦̈ = −𝑘𝑡𝑦̇
𝑚

+ 𝑔 𝜙

𝑧̈ = −𝑘𝑡𝑧̇
𝑚

+ ℎ𝑧1
(

𝑧̇𝑑 − 𝑧̇
)

𝜙̈ = −
𝑙 ℎ𝜙1
𝐼𝑥𝑥

𝜙̇ −
𝑙 ℎ𝜙2
𝐼𝑥𝑥

𝜙 +
𝜋 𝑙 ℎ𝜙2ℎ𝑦1
4 𝑔 𝐼𝑥𝑥

(

𝑦̇ − 𝑦̇𝑑
)

𝜃̈ = −
𝑙 ℎ𝜃1
𝐼𝑦𝑦

𝜃̇ −
𝑙 ℎ𝜃2
𝐼𝑦𝑦

𝜃 +
𝜋 𝑙 ℎ𝜃2ℎ𝑥1
4 𝑔 𝐼𝑦𝑦

(

𝑥̇𝑑 − 𝑥̇
)

𝜓̈ =
𝑙 ℎ𝜓1
𝐼𝑧𝑧

(

𝜓̇𝑑 − 𝜓̇
)

(47)

where 𝑙 is the distance from the center of mass to the rotor, 𝑚 is the
ass of the UAV, 𝑔 is the gravitational acceleration, 𝑘𝑡 is coefficient

f aerodynamic drag, 𝐼𝑥𝑥, 𝐼𝑦𝑦, and 𝐼𝑧𝑧 are the inertia of the UAV
bout the x, y, and z axes, respectively. Define the state vector as
𝑟 = [𝑥, 𝑦, 𝑧, 𝑥̇, 𝑦̇, 𝑧̇, 𝜙, 𝜃 , 𝜓 , 𝜙̇, 𝜃̇ , 𝜓̇]⊤, and the control input as  =

[𝑥̇𝑑 , 𝑦̇𝑑 , 𝑧̇𝑑 , 𝜓̇𝑑 ]⊤. The actor-critic NNs for the virtual and real systems
are designed as the following form:

𝜑𝑖𝑗 =[𝑥 × 𝜃̇ , 𝑥̇ × 𝜃̇ , 𝜓 × 𝜃̇ , 𝜃̇2, 𝑦 × 𝜙̇, 𝑧 × 𝜙̇, 𝜙 × 𝜙̇, 𝜙̇2,

𝑧 × 𝑧̇, 𝑧̇2, 𝜓 × 𝜓̇ , 𝜓2], ∀𝑖 ∈ {𝑐 , 𝑎}, ∀𝑗 ∈ {𝑟, 𝑣} (48)

The detailed parameters of the UAV control system are listed in
Table 2. The simulation environment is implemented in MATLAB
R2023b Simulink on a PC equipped with an Intel Core i3-12100F CPU
(3.3 GHz) and 24 GB of RAM. The ODEs are solved using the fourth-
order Runge–Kutta method with a fixed step size of 𝑇 = 0.001 s. The
simulation runs for a total duration of 𝑡end = 5 s. In this example, to
demonstrate the effectiveness of the proposed optimal shared control
algorithm under different confidence setups, three cases with different
setting of the confidence parameters are considered, and the parameters
of three cases are shown in Table 3.
10
Fig. 9. The configuration of the human-UAV cooperation system.

Table 2
Parameters of the UAV control system and the update law.

Parameters Value

UAV model
𝐼𝑥𝑥 = 0.00226 k g m2, 𝑚 = 0.5799 k g
𝐼𝑦𝑦 = 0.00282 k g m2, 𝑔 = 9.81 m∕s2

𝐼𝑧𝑧 = 0.0021 k g m2, 𝑘𝑡 = 0.01 (s k g)−1

Autopilot gains
ℎ𝑥1 = −5.25, ℎ𝑦1 = −5.25, ℎ𝑧1 = 3.0
ℎ𝜙2

= 3.50, ℎ𝜃2 = 3.50, ℎ𝜓2
= 0.35

ℎ𝜙1
= 0.40, ℎ𝜃1 = 0.40, ℎ𝜓1

= 0.10

Table 3
Parameters of three cases.

Parameters Case 1 Case 2 Case 3
𝜃1 0◦ 45◦ 90◦

𝜃2 180◦ 135◦ 90◦

Fig. 10. The weights of the critic and actor NNs in the virtual and real agents.

Simulation results
The detailed results of the UAV control system are shown in

Figs. 10–19. The weights of the critic and actor NNs in the virtual
and real agents are shown in Fig. 10, where the weights of the critic
nd actor NNs are updated online by the proposed adaptive update
aw, and the weights of the critic and actor NNs are bounded. Fig. 11

shows the comparison results of the UAV trajectory with three different
parameters. The evolution of the UAV states are shown in Figs. 12–17,
in which the UAV states 𝑥, 𝑦, 𝑧, 𝜙, 𝜃 , 𝜓 are stable. The Bellman errors



ARTICLE IN PRESS
J. Tan, S. Xue, H. Cao et al. Journal of Automation and Intelligence xxx (xxxx) xxx
Fig. 11. Comparison results of the UAV trajectory.

Fig. 12. Position 𝑥.

Fig. 13. Position 𝑦.

Fig. 14. Position 𝑧.

of the UAV control system are shown in Figs. 18 and 19. The results
show that the proposed optimal shared control algorithm is able to
approximate the optimal value function and control input by the actor-
critic NNs. The shared Bellman error is utilized to train the actor-critic
NNs and approximate the optimal value function and control input. All
the states of the UAV control system are stable and bounded in three
different cases, which means that the proposed optimal shared control
algorithm is able to achieve the optimal shared control input in the

UAV control system. The results demonstrate the effectiveness of the

11
Fig. 15. Attitude 𝜙.

Fig. 16. Attitude 𝜃.

Fig. 17. Attitude 𝜓 .

Fig. 18. Bellman error of the virtual agent.

Fig. 19. Bellman error of the real agent.

proposed optimal shared control algorithm in the UAV control system
under different confidence setups.

For real-world applications, the proposed algorithm can be utilized
to enhance the performance of human-UAV cooperation systems. In
emergencies where the expert operator is unavailable, the proposed
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algorithm can automatically switch to the virtual agent to ensure the
continuous operation of the UAV control system. In scenarios such as
obstacle avoidance and path planning, the proposed algorithm can inte-
rate the expert operator’s supervision with the AI agent’s optimization
o achieve the optimal shared control input, enabling the UAV to avoid

obstacles and plan paths effectively. In mission planning tasks, the
human operator can provide high-level commands to the UAV, while
the AI agent can act as the low-level controller.

6. Conclusion

This paper proposes a human–AI interactive optimized shared con-
trol algorithm implemented through a digital twin framework. The
proposed algorithm obtains optimal shared control input within a
digital-twin framework, relying on a real agent and a virtual agent
to approximate the optimal value function and control input through
actor-critic neural networks. The optimal shared control input is a com-
posite of the virtual and real optimal inputs, incorporating a confidence
allocation mechanism to distribute confidence between the virtual and
real agents. The Lyapunov stability theory is employed to analyze the
stability of the closed-loop system. Finally, examples of a nonlinear
system and a UAV control system are presented to validate the effec-
iveness of the proposed algorithm. Future work will concentrate on the
ractical application within human-UAV control systems.
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